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DOMINATION PROBLEMS ON P5-FREE GRAPHS ∗

Min Chih Lin1 and Michel J. Mizrahi1

Abstract. The minimum roman dominating problem (denoted by
γR(G), the weight of minimum roman dominating function of graph
G) is a variant of the very well known minimum dominating set prob-
lem (denoted by γ(G), the cardinality of minimum dominating set of
graph G). Both problems remain NP -Complete when restricted to
P5-free graph class A.A. Bertossi, Dominating sets for split and bi-
partite graphs. Inf. Process. Lett. 19 (1984) 37–40; E.J. Cockayne,
P.A. Dreyer Jr., S.M. Hedetniemi and S.T. Hedetniemi, Roman dom-
ination in graphs. Discret. Mathem. 278 (2004) 11–22.. In this paper
we study both problems restricted to some subclasses of P5-free graphs.
We describe robust algorithms that solve both problems restricted to
(P5, (s, t)-net)-free graphs in polynomial time. This result generalizes
previous works for both problems, and improves existing algorithms
when restricted to certain families such as (P5,bull)-free graphs. It turns
out that the same approach also serves to solve problems for general
graphs in polynomial time whenever γ(G) and γR(G) are fixed (more
efficiently than naive algorithms). Moreover, the algorithms described
are extremely simple which makes them useful for practical purposes,
and as we show in the last section it allows to simplify algorithms for
significant classes such as cographs
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1. Introduction1

The minimum dominating set problem is one of the fundamental problems of2

graph theory [12] with many applications that arises naturally from many differ-3

ent areas [8, 11, 17]. The problem remains NP-Complete in many restricted graph4

families such as chordal bipartite graphs [15], planar of maximum degree 3 [10],5

split and bipartite graphs [2], among others. Note that split graphs is a subclass of6

P5-free graphs. On the other hand, polynomial time algorithms has been presented7

for interval and circular-arc graphs [4], permutation graphs [5], chordal graphs [3],8

AT-Free graphs [13], (Kp, P5)-free graphs (for fixed p) [18], and many others.9

The minimum roman dominating function problem was introduced as a variant10

of the minimum dominating set problem. The motivation arises from an optimiza-11

tion problem in location of army to protect the Roman Empire. Each region along12

with their neighborhood can be protected by one legion (ancient Roman army13

unit). In case a legion needs to move to a neighbor area, it is required that a second14

legion remains in the original position to prevent a second attack. The assumption15

is that two attacks can start at the same time and the army should be prepared16

to repel them wherever they occur. We refer to [7,14] for more background on the17

historical importance and theoretical results for this problem.18

We propose very simple non naive algorithms for determining the minimum19

dominating set and minimum roman dominating function for arbitrary graphs20

which runs in polynomial time whenever γ(G) is a constant. The same algorithms21

are extended in order to solve these problems efficiently when restricted to P4-free22

and (P5, (s, t)-net)-free graphs. We give the definitions of these classes in the next23

section. Our algorithms improve previous known results for (P5,bull)-free graphs24

[13] and (Kp, P5)-free graphs (for fixed p) [18]. There are already linear-time algo-25

rithms to determine γ(G) (γ
R
(G)) for any P4-free G [5,9,16] ([14] ). To the best of26

our knowledge, all of them use some sophisticated structs such as cotrees, modular27

decompositions, homogeneous extensions, etc. or require obtaining an appropriate28

model from the original graph, and then applying the algorithm. The proposed29

algorithms are extremely simple and uses the same core procedures, which makes30

them useful for practical purposes.31

2. Preliminaries32

Let G = (V, E) be an undirected graph where V (G) and E(G) denote the33

vertex set and the edge set, respectively. Throughout the paper, nG = |V (G)| and34

mG = |E(G)| denote the numbers of vertices and edges of the graph G. Represent35

by NG(v) the subset of vertices adjacent to v, and let NG[v] = NG(v) ∪ {v}. Set36

NG(v) is called the neighborhood of v, while NG[v] is the closed neighborhood of37

v. Let S ⊆ V (G), denote the neighborhood of S as NG(S) =
⋃

v∈S NG(v) \ S38

and the closed neighborhood of S as NG[S] = NG(S) ∪ S. The degree of v is39

dG(v) = |NG(v)|. When there is no ambiguity, we may omit the subscripts from n,40
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m, N and d. Say that u is universal when N [u] = V (G). Say that w is dominated 1

by vertex v if N [w] ⊆ N [v]. 2

A dominating set of G is a set W ⊆ V (G) such that every vertex in V (G)\W is 3

adjacent to some vertex of W . The size of a minimum dominating set in a graph 4

G is called the domination number of G and is denoted as γ(G). 5

As usual, Cn and Pn denote the chordless cycle and the chordless path on 6

n vertices. An induced subgraph H of G is called dominating H if V (H) is a 7

dominating set of G. Clearly, if there is a dominating H then γ(G) ≤ |V (H)|. 8

An (s, t)-net graph is a split graph G = (K∪̇I, E) where the complete set K is 9

{u1, . . . , us}, the independent set I is {v1, . . . , vt}, t ≤ s and uivj ∈ E(G) iff i = j. 10

A roman dominating function of a graph G = (V (G), E(G)) is a function f : 11

V (G) → {0, 1, 2} such that every vertex x with f(x) = 0 is adjacent to at 12

least one vertex y with f(y) = 2. Clearly, considering function f , V (G) can be 13

partitioned into three partitions V0 = f−1(0), V1 = f−1(1) and V2 = f−1(2). Note 14

that the behavior of function f is different from the standard defined functions 15

since it represents a map from numbers to sets of vertices, and f−1 returns the 16

mapped vertices to a certain number. The weight of a roman dominating function 17

f is f(V (G)) =
∑

x∈V (G) f(x) = |V1| + 2|V2|. The minimum weight of a roman 18

dominating function of G is called the roman domination number of G and is 19

denoted by γ
R
(G). It is known that γ(G) ≤ γ

R
(G) ≤ 2γ(G) [14]. Without loss of 20

generality, we assume that G is connected. Therefore, n ∈ O(m). 21

We say an algorithm is robust if its output is correct even if the input does not 22

belongs to the restricted domain. Thus, whenever this is the case, the algorithm 23

may either (a) correctly solve the problem for the given instance or (b) identify 24

that the input is invalid and report it. There is no guarantee of which of the cases 25

the algorithm will return if an invalid input is given. 26

3. Algorithms for general graphs 27

For the algorithms, consider a set W ⊆ V (G). Define F (W ) the set of roman 28

domination functions f such that f−1(2) = W . 29

It is easy to see that the function f ∈ F (W ) such that f−1(0) = N(W ) and 30

f−1(1) = V (G) \ N [W ] minimize roman domination weight among functions in 31

F (W ). We name this function as fW . Hence γR(G) = min
W⊆V (G)

fW (V (G)). 32

Let g : V (G) → {0, 1} where g−1(0) ⊆ N(g−1(1)) a dominating function where 33

the weight is defined as: g(V (G)) =
∑

v∈V (G)

g(v) 34

Let D be the set of all dominating functions and R the set of all roman domi- 35

nating functions. Therefore we can conclude: 36

• γ(G) = min
g∈D

g(V (G)). 37

• Given a dominating function g, then f = 2g is a roman dominating function 38

where f−1(1) = ∅. 39
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• Given a roman dominating function f such that f−1(1) = ∅ then g = f
2 is a1

dominating function.2

• γ(G) = min
g∈D

g(V (G)) = min
f∈R∧ f−1(1)=∅

f(V (G))
2 = min

W⊆V (G) ∧ f−1
W (1)=∅

fW (V (G))
2 .3

3.1. Domination4

We propose a straightforward search algorithm. It consists on looking up each5

subset of i vertices, which induces a subgraph we name Hi, and check if exists6

vertex v such that N [V (Hi)∪ {v}] = V (G). Note that if such vertex v exists for a7

given Hi, then g(V (Hi) ∪ {v}) is a dominating function.8

We define a procedure called FindBestAdditionalV ertex that takes as input9

a graph G and an induced subgraph of G, named H , and finds a vertex v such10

that |N [V (H)∪ {v}]| is maximized. In order to achieve O(m) time, the procedure11

should first mark vertices from the set N [V (H)], and then iterate through the12

neighbors of each candidate vertex (i.e. V (G) \ V (H)) and maintain the vertex13

with most neighbors outside N [V (H)].14

Now we present the algorithm for general graphs. It calls iteratively the de-15

scribed procedure for every induced subgraph of G, named H , in increasing order16

according to its size. Thus when V (H) is a subset of i vertices the algorithm would17

discover any dominating set of i + 1 vertices that includes V (H).18

Algorithm 1 GeneralDomination (Graph G)
for i← 0 . . . n− 1 do

for each Si: subset of i vertices do
V (H)← Si

v ← FindBestAdditionalV ertex(H,G)
if N [Si ∪ {v}] = V (G) then

return Si ∪ {v}
end if

end for
end for

Since there are O(ni) subsets of size at most i, the algorithm running time is19

O(nγ(G)−1m).20

3.2. Roman domination21

We suppose that γ
R
(G) ≥ 2 because γ

R
(G) = 1 iff G is trivial. The problem can22

be solved using a simple modificated version of GeneralDomination(G). The idea23

is to use the generated sets Si of vertices as the set V2 of the roman dominating24

function, therefore, exploring every possible roman dominating function by making25

an exhaustive search for V2. It is clear that for every Si of different iteration of26

GeneralDomination(G), there is a roman dominating function fV2 which is at27

least as good as any other roman dominating function fW , Si ⊂ W ∧ |W | = |Si|+128
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(where v is determined by FindBestAdditionalV ertex procedure). We keep the 1

best fV2 as fZ during whole execution of GeneralDomination(G). The algorithm 2

stops when |Si|+1 ≥ fZ (V (G))
2 . Clearly, fZ(V (G)) ≤ fW (V (G)), for any W ⊆ V (G) 3

with |W | < fZ (V (G))
2 because there is some fW ′ with fW ′(V (G)) ≤ fW (V (G)) and 4

|W ′| = |W | which has been examined before. For any W ⊆ V (G) with |W | ≥ 5
fZ (V (G))

2 , fW (V (G)) ≥ 2|W | ≥ fZ(V (G)). Therefore, fZ is a minimum roman 6

dominating function and γR(G) = fZ(V (G)). 7

The running time is O(n� γ
R

(G)
2 �−1m) because the number of Si’s to be considered 8

is at most O(n� γ
R

(G)
2 �−1) (Si has at most 
γ

R
(G)

2 � − 1 vertices). 9

4. Algorithms for (P5, (s, t)-net)-free graphs 10

In this section, we will show algorithms for obtaining γ(G) and γ
R
(G) restricted 11

to (P5, (s, t)-net)-free graphs, where t ≤ s. In case s is fixed, then the algorithm 12

solves the problem in polynomial time. 13

The arboricity of a graph G is the minimum number of spanning forests needed 14

to cover all the edges of the graph. We use it in order to show an upper-bound of 15

our algorithms. The following lemmas of Chiba and Nishizeki [6] are helpful for 16

our algorithms of this section. 17

Lemma 4.1. [6] Given a graph G = (V (G), E(G)),
∑

uv∈E(G)

min{d(u), d(v)} ≤ 18

2α(G)m where arboricity α(G) ∈ O(
√

m) 19

Lemma 4.2. [6] Given a graph G = (V (G), E(G)), the number of Kp’s of G is 20

O(α(G)
p−2

2 m) and can be list in O(p · α(G)
p−2
2 m) time. 21

4.1. Domination 22

Theorem 4.3. [1] For each graph in the class of P5-free graphs, there exists a 23

dominating Kp, or a dominating P3. 24

Theorem 4.4. Let G be a P5-free graph. If G has not a dominating P3 and 25

γ(G) ≥ 3 then the following conditions are hold: 26

(a) G has a (minimal) dominating complete Kp≥3. 27

(b) G contains a (p, p)-net as induced subgraphs for all minimal dominating com- 28

plete Kp of G. 29

Proof. (a) is a direct consequence of Theorem 4.3. 30

First, we prove that G does not contain a dominating C4. Suppose there is a 31

dominating C4 = (u1, u2, u3, u4). If this dominating set is not minimal, then there 32

is a dominating P3 or γ(G) ≤ 2, a contradiction. Hence, it must be minimal and 33

there are four vertices: v1 ∈ N(u1)\ (N [u2]∪N [u3]∪N [u4]), v2 ∈ N(u2)\ (N [u3]∪ 34

N [u4] ∪ N [u1]), v3 ∈ N(u3) \ (N [u4] ∪ N [u1] ∪ N [u2)] and v4 ∈ N(u4) \ (N [u1] ∪ 35
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N [u2]∪N [u3]. If v1v2 ∈ E(G) then {v1, v2, u2, u3, u4} induces a P5, a contradiction.1

Hence, v1v2 /∈ E(G). Using similar argument, v2v3 /∈ E(G). If v1v3 /∈ E(G) then2

{v1, u1, u2, u3, v3} induces a P5, again this is a contradiction. Thus, v1v3 ∈ E(G).3

But in this case, {v1, v3, u3, u2, v2} induces a P5 which contradicts the P5-freeness4

of G. Therefore, C4 is not a dominating set.5

Let D = {u1, . . . , up} be a minimal dominating complete of G. Every vertex6

v /∈ D satisfies: N(v) ∩ D �= ∅. Since D is minimal, there are at least p vertices7

v1, . . . , vp ∈ V (G) \ D. We assume w.l.o.g. uj ∈ N(vi) iff i = j.8

Suppose ∃ vivj ∈ E(G). Hence C = {ui, uj , vj , vi} induces a C4. Clearly, C is9

not a dominating set. There is some vertex z ∈ V (G) such that C ∩ N(z) = ∅.10

Thus, ∃uk ∈ D\{ui, uj} such that z ∈ N [uk]. In this case. {z, uk, ui, vi, vj} induces11

a P5, absurd. Therefore vivj /∈ E(G) and {v1, . . . , vp} is an independent set which12

means {u1, . . . , up, v1, . . . , vp} induces a (p, p)-net. �13

Corollary 4.5. If G is (P5, (s, s)-net)-free graph then γ(G) ≤ max{3, s − 1}.14

Proof. We suppose that G does not contain a dominating P3, otherwise γ(G) ≤15

3 ≤ max{3, s − 1}. By Theorem 4.4, G has a minimal dominating complete Kp16

(choose the largest one) and G has a (p, p)-net as induced subgraphs. Clearly,17

p ≤ s − 1 and γ(G) ≤ p ≤ s − 1 ≤ max{3, s− 1}. �18

As a consequence of Corollary 4.5, there is a polynomial time algorithm19

to solve the minimum dominating set problema for (P5, (s, t)-net)-free graphs.20

Next theorem gives an implementation of such algorithm based on procedure21

FindBestAdditionalV ertex described in Section 3.22

Theorem 4.6. For (P5, (s, t)-net)-free graphs where s is a fixed value and t ≤ s,23

the domination problem can be solved in24

• O(m) time, for s ≤ 2.25

• O(m2) time, for s ≤ 4.26

• O(mns−3 + m
s
2 ) time, for s ≥ 5.27

Proof. If s ≤ 2 then G is P4-free. There are several linear time algorithm to28

solve domination problem for P4-free graphs and we propose a robust linear time29

algorithm basing on procedure FindBestAdditionalV ertex in next section.30

For s ≥ 3, applying procedure FindBestAdditionalV ertex with differents in-31

duced subgraphs H we can find a minimum dominating set as follows:32

(1) Check if γ(G) = 1. O(m). Using H as the empty set.33

(2) Check if γ(G) = 2. O(mn). Using H as each vertex.34

(3) Check if there is a P3 dominating set (in the positive case, γ(G) = 3). O(m2).35

Using H as any edge.36

(4) By Theorem 4.4, there is a (p, p)-net as induced subgraphs of G. Hence, p ≤37

s − 1 and there is dominating Kp which implies that γ(G) ≤ s − 1.38

• If s ≥ 5, we check if minumum dominating sets have size at most s − 2.39

This can be done in O(ns−3m) using all H with at most s − 3 vertices.40
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• If γ(G) = s − 1 then p = s − 1. The dominating Kp = Ks−1 can be found 1

in O(m
s
2 ) time using the procedure FindBestAdditionalV ertex for each 2

induced Ks−2 of G. The number of Ks−2’s is O(m
s−2
2 ) and can be list in 3

O((s − 2)m
s−2
2 ) time by Lemmas 4.1 and 4.2. � 4

Since (P5,bull)-free graphs are (P5, (3, 2)-net)-free we can use algorithm from 5

Theorem 4.6. 6

Corollary 4.7. Dominating set problem can be solved in O(m2) in (P5, bull)-free 7

graphs. 8

To the best of our knowledge the best algorithm for (P5, bull)-free graphs has 9

O(n6) time complexity [13]. 10

Lemma 4.8. All given algorithms are robust. 11

Proof. From Theorem 4.6, in case there is not a P5 nor an (s, t)-net in the graph, 12

algorithms above find a dominating set. Otherwise the input graph has a forbidden 13

structure. Returning a certificate is possible but the complexity of given algorithms 14

may be increased by extra computations to find such certificate. Therefore, return- 15

ing a certificate is not included in these algorithms. � 16

4.2. Roman Domination 17

Using Corollary 4.5 and the fact that γ
R
(G) ≤ 2γ(G), we have the following 18

corollary. 19

Corollary 4.9. If G is (P5, (s, s)-net)-free graph then γ
R
(G) ≤ max{6, 2s− 2}. 20

Theorem 4.10. For (P5, (s, t)-net)-free graphs where s is a fixed value and t ≤ s, 21

the roman domination problem can be solved in 22

• O(m) time, for s ≤ 2. 23

• O(mn2) time, for s ≤ 4. 24

• O(mns−3 + m
s
2 ) time, for s ≥ 5. 25

Proof. If s ≤ 2 then G is P4-free. In [14], a linear time algorithm basing on cotree 26

is given to solve roman domination problem for P4-free graphs. Also, we describe 27

a robust linear time algorithm to solve this problem in Section 5. 28

For s ≥ 3, applying the following procedure we can find a minimum roman 29

dominating function as follows: 30

(1) If γ
R
(G) ≤ 7, then γ

R
(G) can be determined in O(mn� γ

R
(G)
2 �−1) using the 31

general algorithm described in Subsection 3.2 32

(2) In this case, γR(G) ≥ 8 implying γ(G) ≥ 4. By Theorem 4.4, there is a (p, p)- 33

net as induced subgraphs of G. Hence, p ≤ s − 1 and there is dominating Kp 34

which implies that γ(G) ≤ s − 1 and γ
R
(G) ≤ 2s − 2. 35
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• Check if γ
R
(G) ≤ 2s− 3. This can be done in O(ns−3m) using the general1

algorithm.2

• If γ
R
(G) = 2s − 2 then γ(G) = s − 1 and p = s − 1. The dominating3

Kp = Ks−1 can be found in O(m
s
2 ) time as we described in the proof of4

Theorem 4.6. Clearly, fKp(V (G)) = 2s − 2 and fKp is a minimum roman5

dominating function.6

• If not any minimum dominating set can be found then the input graph has7

a P5 or (s, t)-net.8

Clearly, the total complexity of the described algorithm is O(mns−3 +m
s
2 ). For9

s ≤ 4, by Corollary 4.9 γR(G) ≤ 6. Therefore, step 2 of above procedure can be10

omitted and the complexity is reduced to O(mn2). �11

Similarly, the algorithms described in Theorem 4.10 are robust.12

Corollary 4.11. Roman Dominating problem can be solved in O(mn2) in13

(P5, bull)-free graphs.14

Again, (P5, bull)-free graphs are (P5, (3, 2))-net)-free. We can solve roman dom-15

ination problem using the O(mn2) algorithm which is faster than the best known16

O(n6) time algorithm [14] for this class of graphs.17

5. Algorithms for P4-free graphs18

In this section, we show an extremely simple linear time robust algorithm for19

both problems restricted to P4-free graphs using the same approach. Suppose G20

is connected and |V (G)| = n > 1.21

(1) If the graph has an universal vertex v then: γ(G) = 1 ({v} is a minimum dom-22

inating set) and γ
R
(G) = 2 (f{v} is a minimum roman dominating function).23

(2) If there is vertex v such that d(v) = n − 2, and w /∈ N(v) then γ(G) = 2 and24

{v, w} is a minimum dominating set.25

The Roman domination number γ
R
(G) is 3 by defining: f(v) = 2, f(w) =26

1, f(N(v)) = 0.27

(3) Choose an arbitrary vertex v and find w ∈ N(v) such that N(v) ∪ N(w) =28

V (G). In affirmative case, γ(G) = 2 with {v, w} as a minimum dominating set29

and γ
R
(G) = 4 with f{v,w} as a minimum roman dominating function.30

(4) Otherwise, G is not P4-free. It is clear that if the distance of some pair of31

vertices u, z ∈ V (G) is k ≥ 3 then the shortest path connecting them is an32

induced Pk+1, a contradiction. Hence, every pair of vertices are at distance 1 or33

2. The vertices in U = V (G)\N [v] are exactly those vertices at distance 2 from34

v. Clearly, U �⊂ N(w) of any neighbor w of v, otherwise N(v)∪N(w) = V (G).35

Hence, there are u1, u2 ∈ U and w1, w2 ∈ N(v) such that u1 ∈ N(w1) \N(w2)36

and u2 ∈ N(w2) \ N(w1). If w1w2 ∈ E(G) then {u1, w1, w2, u2} induces a P4,37

otherwise {u1, w1, v, w2} induces a P4. In any case, we have a contradiction38

because the existence of an induced P4. Such induced P4 can be found in linear39

time and serves as a negative certificate.40

Oscar
Resaltado
En el caso de no existir estos vértices w_1 y w_2 significa que dado cualquier par de nodos w_i, w_j en N(v). Todo vecino de w_i en U es vecino de w_j o todo vecino de w_j es vecino de w_i. Por propiedad transitiva, hay un w en N(v) que tiene todos los nodos de U como vecinos ya que todos ellos tienen alguno nodo de N(v) como vecino. Contradicción.

Oscar
Nota adhesiva
Si u_1u_2 es una arista de E(G) entonces {u_1,u_2,v_2,v} induce un P_4. Contradicción. Por lo tanto, u_1u_2 no es una arista de E(G).
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The total running time is O(m). Note that Steps 1 and 3 of this algorithm can be 1

done using two applications of procedure FindBestAdditionalV ertex employing 2

H = ∅ for step 1 and H = {v} for Step 3. 3
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