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Abstract

We present an investigation of the molecular basis of the modulation of oxygen affinity in heme proteins using computer simulation.
QM-MM calculations are applied to explore distal and proximal effects on O2 binding to the heme, while classical molecular dynamics
simulations are employed to investigate ligand migration across the polypeptide to the active site. Trends in binding energies and in the
kinetic constants are illustrated through a number of selected examples highlighting the virtues and the limitations of the applied meth-
odologies. These examples cover a wide range of O2-affinities, and include: the truncated-N and truncated-O hemoglobins from Myco-

bacterium tuberculosis, the mammalian muscular O2 storage protein: myoglobin, the hemoglobin from the parasitic nematode Ascaris

lumbricoides, the oxygen transporter in the root of leguminous plants: leghemoglobin, the Cerebratulus lacteus nerve tissue hemoglobin,
and the Alcaligenes xyloxidans cytochrome c 0.
� 2005 Elsevier Inc. All rights reserved.
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1. Introduction

Heme proteins, the family of proteins containing an
iron–porphyrin complex as a prosthetic group, are found
in all living organisms [1,2]. They perform a wide variety
of tasks ranging from electron transport [3] to oxidation
of organic compounds [4], to the sensing and transport of
small molecules, namely O2, CO and NO [5]. Out of these
three ligands, O2 is the most abundant and at the same time
the one with the lowest affinity for free heme [6]. The reg-
ulation of oxygen affinity is, therefore, one of the key issues
determining a heme protein’s function. In most heme pro-
teins, the active site-where the oxygen can be bound-
consists of a cavity on top of the heme group known as the
distal pocket. The iron atom is coordinated equatorially
to the four nitrogens of the porphyrin macrocycle, and axi-
ally to a fifth or proximal ligand under the heme ring, typ-
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ically a His, Cys or Tyr residue (Scheme 1). The oxygen
affinity of a given heme protein, characterized by the equi-
librium constant KO2

, is determined by the ratio between
the kinetic constants of the association and dissociation
processes, kon and koff respectively.

Association rate constants in heme proteins depend
essentially on two factors: the accessibility of O2 to the
active site, and migration of the oxygen molecule across
the protein matrix [7]. Typical values span a range of three
orders of magnitude, starting at about 105 M�1 s�1 in those
systems with restrained accessibility to the iron, up to
108 M�1 s�1 when the association rate is mainly controlled
by the diffusion in the solvent [7]. On the other hand, dis-
sociation rate constants span a range of seven orders of
magnitude, from 10�3 s�1 to 104 s�1 [7]. The dissociation
rate constant is mainly determined by the nature of the
interaction between the O2 and the heme protein, which
depends upon the strength of the iron–oxygen bond, and
on interactions involving the protein matrix, typically the
H-bond interactions of the bound O2 ligand with the sur-
rounding distal aminoacids (Scheme 1). A mere inspection
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Scheme 1. Graphical representation of the oxygen binding to heme-
proteins.
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of these factors, though, is not always enough to anticipate
the O2 affinity, as demonstrated by the case of two recently
discovered heme proteins, neuroglobin and cytoglobin,
which are able to bind oxygen despite the fact that both
have a distal coordinated histidine blocking the active site
[8].

As mentioned above, the function of a heme protein is
intimately related to its oxygen affinity. Typically, O2 trans-
port proteins (such as myoglobin or hemoglobin) display
moderate oxygen affinities (KO2

� 1 lM�1) and large bind-
ing rate constants (107 M�1 s�1), ensuring the protein is
easily loaded with oxygen in regions of high O2 pressure.
At the same time, moderate to high dissociation rate con-
stants (1–10 s�1) allow for the oxygen to be released under
low O2 pressure conditions. On the other hand, heme pro-
teins acting as NO dioxygenases, such as Ascaris Hemoglo-
bin (AscHb) [9] or the Truncated-N Hemoglobin (TrHbN)
from Mycobacterium tuberculosis [10], display high oxygen
affinities with low to very low dissociation rate constants
(0.001–0.1 s�1). This combination ensures that the protein
is loaded with oxygen even at very low O2 concentrations,
providing a functional protein in anaerobic environments
and thereby protecting the pathogenic microorganism from
the mammalian immune response. Finally, let us mention
the group of small-ligand sensing proteins, which can be
divided in two. O2 sensors, such as Fix-L [11] or HemAT
[12], display a finely tuned oxygen affinity that allows a pre-
cise response to a given oxygen concentration. On the other
hand, CO or NO sensors, such as the mammalian soluble
guanylate cyclase (sGC) [13], have little or no oxygen affin-
ity. These proteins must exhibit very high O2-dissociation
rate constants to remain free in aerobic environments.
From this picture, it is clear that understanding oxygen
affinity and the precise factors governing it, is one of the
main issues in understanding heme-proteins chemistry
and biology.

Computational techniques for modeling biomolecules
have emerged as an important tool to complement
experimental information [14–19]. The in silico generated
models and data are essential for analyzing structural
and kinetic details that are difficult to capture experimen-
tally. Computer simulations also provide a systematic
and economical tool to analyze the dependence of the
property of interest on the biomolecular structure. Such
studies are an invaluable tool for our understanding of bio-
logical function through the structure–function connection.
As mentioned above, the study of oxygen affinity requires
the examination of two factors: first, the accessibility and
diffusion of the O2 ligand to the protein’s active site, and
second, the evaluation of the interaction of the bound O2

molecule with the protein. The first problem requires the
assessment of the barriers for oxygen migration from the
solvent to the active site. To evaluate this, extensive sam-
pling of the protein conformational space and of the ligand
molecule along the migration path is required. The method
of choice to accomplish this is to perform classical molec-
ular dynamics (MD) simulations combined with reaction-
coordinate enhanced sampling methods, to establish the
free energy landscape along the selected path [20–22]. The
second problem requires the estimation of the iron–oxygen
bond energy, plus the strength of the interaction between
the bound oxygen and the distal residues. Since this is a
reactive process (i.e. it involves the breaking-formation of
bonds) quantum mechanical (QM) methods are needed.
Hybrid quantum-mechanical molecular-mechanical
schemes (QM–MM), in which the heme group and the
axial ligands are studied at the QM level and the rest of
the protein is treated classically, are ideal tools to tackle
this problem.

In this work we present a variety of examples illustrating
how computer simulation can help to understand the differ-
ent aspects governing oxygen affinity of heme proteins.
These examples comprise: the truncated N hemoglobin
(TrHbN) and the truncated-O (TrHbO) hemoglobin from
M. tuberculosis [10]; the Alcaligenes xylosoxidans cyto-
chrome c 0 (AXCP) [23]; the oxygen transporter in the root
of leguminous plants, leghemoglobin (Lba) [2]; the mam-
malian muscular O2 storage protein myoglobin (Mb) [2];
the Cerebratulus lacteus nerve tissue Hb (CerHb) [24];
and the hemoglobin from the Ascaris lumbricoides (AscHb)
[25]. The reported results shed light on the structural–
functional relationships that control oxygen affinity and
the kinetic constants, kon and koff. The simulation data is
thoroughly contrasted with experimental evidence, while
discussing the successes and limitations of the methods
employed.

2. Computational methods

2.1. Initial structures and equilibration

We constructed initial structures for all our calculations
from the crystal structure of the proteins involved in the
present work: trHB, AXCP, Lba, Mb, CerHb and AscHb
(PDB codes 1IDR [26], 1E85 [27], 1BIN [28], 2MGM
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[29], 1KR7 [30] and 1ASH [31], respectively). Histidine pro-
tonation was assigned favoring H-bond formation. The
systems were solvated with water molecules up to a dis-
tance of 30 Å from the heme center. All classical simula-
tions were performed with the Amber8 package [32],
using the Amber force field parametrization [33]. The
systems were heated to 300 K and 500 ps molecular
dynamics were performed to allow for relaxation and
equilibration.

Mutant models were built in silico by replacing in the
original structure the wild type residue with the corre-
sponding mutated one. The same protocol applied to the
wild type was used in the equilibration of the mutant
structures.

2.2. Molecular dynamics simulations

All molecular dynamics simulations were performed
using the Amber8 program [32]. For non-bonded interac-
tions a 12 Å cut-off radius was employed. The simulations
were performed at 300 K using the Berendsen thermostat
[34] with a time step of 1 fs. Equilibration was followed
by the corresponding MD runs. The partial charges for
the oxygenated heme moiety were obtained according to
the standard protocol used for the Amber force field [35].
This set of partial charges for the oxygenated heme group
has been successfully employed in previous MD simula-
tions of heme proteins [36].

If the free energy barriers are of the same magnitude as
the thermal fluctuations, it is feasible to obtain the free
energy profiles associated with a given process directly
from classical MD simulations. In these cases an adequate
sampling of the relevant configurations may be achieved in
accessible simulation times, and the free energy profile can
be obtained by computing the probability distribution
along a selected reaction coordinate, P(n):

�bAðnÞ � ln½P ðnÞ� ð1Þ
where b�1 = kBT is the Boltzmann constant times the tem-
perature and A is the free energy. The free energy profiles
are directly related to the experimental results, since the
calculation takes into account thermal and entropic effects.
However, the obtained predictions will be dependent on the
employed models, specifically on the force field parametri-
zation. This methodology was used in the calculation of the
free energy difference between the two alternative confor-
mations of Cerebratulus lacteus hemoglobin (CerHb).

2.3. Multiple steering molecular dynamics

The multiple steering molecular dynamics (MSMD)
approach, originally proposed by Jarzynski [37], is a novel
technique for computing free energy profiles when they
cannot be obtained directly from MD simulations. The
MSMD approach establishes the following relation
between the non-equilibrium dynamics and equilibrium
properties:
exp½�DAðnÞ=kBT � ¼ hexp½�W ðnÞ=kBT �i ð2Þ

where W(n) is the external work performed on the system
as it evolves from the initial to the final state through the
reaction coordinate n. The Hamiltonian can be written as
the sum of the time independent Hamiltonian of the unper-
turbed system plus a time-dependent external potential,
usually harmonic. Thus, the free energy of a process along
a reaction coordinate can be computed performing a num-
ber of finite time transformations, collecting the work done
at each time step, and then properly averaging it as in Eq.
(2) [38,39].

We use the MSMD approach to investigate the ligand
migration process along the tunnel/cavity system of the
CerHb and TrHbO proteins. The chosen reaction coordi-
nate was the iron–ligand distance, with a force constant
of 200 kcal/(mol Å2). We performed different sets (10 and
20 sets) of runs with pulling velocities of 0.05 Å/ps and
0.1 Å/ps respectively. In each case, the shown data corre-
sponds to two independent free energy profile estimates
using a converged set of MSMD runs [39].

2.4. QM–MM methods

The initial structures for the QM–MM calculations were
taken from the MD simulations; starting from an equili-
brated snapshot, the system was cooled down slowly to
0 K. This process was followed by fully hybrid QM–MM
geometry optimizations using a conjugate gradient algo-
rithm. Only residues located less than 10 Å apart from
the heme reactive center were allowed to move freely in
the QM–MM runs. All QM–MM computations were per-
formed at the DFT level with the SIESTA code [40]. The
SIESTA code has shown an excellent performance for
medium and large systems, including biomolecules, and
heme models in particular [41,42]. The use of standard
norm-conserving pseudopotentials [43] avoids the compu-
tation of core electrons, smoothing at the same time the
valence charge density. In our study, the nonlinear par-
tial-core correction [44] is applied to the iron atom. Basis
functions consist of localized (numerical) pseudoatomic
orbitals, projected on a real space grid to compute the Har-
tree and the exchange-correlation potential matrix ele-
ments. For all atoms, basis sets of double zeta plus
polarization quality were employed, with a pseudoatomic
orbital energy shift of 25 meV, and a grid cutoff of
150 Ry [40]. Calculations were performed using the gener-
alized gradient approximation to the exchange-correlation
energy proposed by Perdew et al. [45]. Such combination
of exchange-correlation functional, basis sets, and grid
parameters has been already validated for heme models
[36,42]. The iron porphyrinate and the relevant ligands
were selected as the quantum subsystem. The rest of the
protein unit, together with water molecules, was treated
classically, using the Amber99 force field parametrization
[35]. The interface between the QM and the MM portions
of the system was treated by the scaled position link atom
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method [46], adapted to our SIESTA code. Further techni-
cal details about the QM–MM implementation can be
found elsewhere [47].

Finally, we have performed for all proteins QM–MM
calculations of the O2 binding energy (DE), which is defined
as:

DE ¼ EO2–Heme � ðEO2
þ EHemeÞ ð3Þ

where EHeme–O2
is the energy of the oxy-form of the protein,

EHeme is the energy of the deoxy-form, and EO2
is the en-

ergy of the isolated oxygen molecule. All the O2 affinity cal-
culations reported in this work were calculated as stated
above.

It is worth mentioning at this point that DFT exhibits a
bias in the description of the spin-state energetics of iron–
porphyrins, in general favoring low spin configurations
[48–52]. In particular, DFT energies for the free heme-
which electronic structure corresponds to a high spin
state—will be somehow overestimated with respect to the
oxy-form—which presents a low spin ground state. As a
consequence, binding energies calculated as in Eq. (3)
may be flawed, leading to an apparent overbinding of O2.
However, we want to stress that even though the estimates
for DE may be sometimes above the experimental values,
the predicted trends are pretty much in line with the results
of experiments. Precisely in this ability to correctly predict
the trends in O2 affinity—more than the total energies—
resides the strength and value of DFT.

3. Results and discussion

3.1. The oxygen binding energy and dissociation rate
constants

3.1.1. High-affinity heme proteins and H-bonding: the distal

effect

Most heme proteins with very high O2-affinity have in
common the presence of several H-bond donor residues
in the distal cavity. For example, the M. tuberculosis

TrHbN, with a koff = 0.2 s�1, has two distal H-donor resi-
dues (TyrB10 and GlnE11), as shown in Fig. 1A [53].
TrHbN is an NO dioxygenase that catalyses NO detoxifica-
Fig. 1. Active sites of TrHbN (A
tion to the innocuous nitrate, according to the reaction
FeIIO2 þNO! FeIII þNO�3 . As already mentioned, a
high oxygen affinity ensures that the protein is loaded with
oxygen even at low O2 concentrations and therefore still
functional. Mutational studies pointed to TyrB10 as the
main factor responsible for the high oxygen affinity, since
mutations of TyrB10 to Phe or Ala increased the koff by
two orders of magnitude [53].

We performed QM–MM calculations of the O2 binding
energy on this system for the native and (distal) mutant
proteins in order to characterize the role of the distal resi-
dues. The starting point for our simulations was the X-ray
structure of the wild type of TrHbN in the oxy-form. The
TyrB10! Ala mutant was constructed in silico, replacing
the corresponding aminoacid in the wild type structure.
Our results confirm the pivotal role of TyrB10 in the 02-
affinity of TrHbN, yielding for the mutant binding energies
lower than for the native protein, consistently with the
experimental data (see Table 1) [53].

The hemoglobin of the parasitic nematode A. lumbrico-

ides (AscHb) constitutes another well known case of a high
O2-affinity heme protein [25,54]. Our calculations reveal a
complex hydrogen bonding network, depicted in Fig. 1B.
The hydroxyl group from TyrB10 forms the main hydro-
gen bond with the dioxygen, while one of the hydrogens
of the GlnE7 residue is involved in multiple H-bonds, with
the O2 and the TyrB10. This rigid structure, already
reported in a previous study [54], favors the oxy form of
the AscHb. The magnitude of the binding energy (Table
1) is typical of high oxygen-affinity hemoglobins. It is inter-
esting to note that although in AscHb the O2 binding
Energy is high and comparable to that of trHbN the koff

value is still 2 orders of magnitude lower. Given the
almost-identical distal environments (both proteins display
the Tyr–Gln pair) it is expected that they have a similar
oxygen binding energy. However, the lower koff value in
AscHb points towards an additional mechanism responsi-
ble for the unusually low value of koff. In this context, a
trapping cage mechanism has been proposed to account
for this fact [55].

To further explore the capabilities of the method, we
examined and compared the distal effect in heme proteins
), AscHb (B) and cyt c 0 (C).



Table 1
Oxygen affinity in high, moderate and low O2 affinity heme proteins

Protein koff (s�1) DE (kcal/mol)

TrHbN (wt) 0.2a 37.2
TrHbN (TyrB10! Ala) 45b 29.8
Mb (wt) 12a 27.0
Mb (HisE7!Gly) 1600c 22.7
Lba (wt) 5.6a 29.3
Lba (HisE7!Gly) 3.6c 28.9
Lba (HisE7!Gly, HisF8!Gly + Im) –e 24.9
Cyt c 0 (wt) –f 8.4
CerHb 180d 28.6
CerHb(ThrEll! Val) 0.18d 32.0
AscHb 0.004a 34.3
Free Heme –f 22.0

a Ref. [10].
b Ref. [53].
c Ref. [60].
d Ref. [24].
e This mutation has not been done experimentally so the koff value is not

available.
f Cyt c 0 does not bind oxygen therefore no koff value is available. The

free heme group only binds oxygen at very low temperatures in organic
media.
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displaying moderate oxygen affinity. These proteins,
mainly O2 carriers such as the mammalian muscular O2

storage protein myoglobin, or the oxygen transporter
hemoglobin (Hb), also present H-bond donor residues in
the distal site (Fig. 2A and B) [2]. The number and nature
of these residues, however, differ from those in TrHbN or
AscHb. Carriers as Mb typically display only one His at
position E7 as the H-donor residue. Our results for these
proteins show that, consistently with the lower experimen-
tal affinities, the computed O2 binding energies are
Fig. 2. Active site of M
�10 kcal/mol below the one obtained for TrHbN. Also
in accordance with the experimental data on Mb distal
mutations, the distal HisE7! Gly Mb mutant has an O2

binding energy about 4 kcal/mol lower than wild type
Mb (Table 1).

Finally, we investigated the O2 binding energy in a pro-
tein with very low affinity. As mentioned above, the NO
sensor sGC must remain deoxygenated in an aerobic envi-
ronment in order to perform its function [13]. Since the
X-ray structure of sGC is unknown, we chose instead a pro-
tein with similar behavior: the bacterial cytochrome c 0 (cyt
c 0). This heme protein is found in the periplasm of certain
denitrifying, photosynthetic bacteria [56–58], which unlike
most c-type cytochromes, contains a pentacoordinated
heme. While the exact physiological role of cyt c 0 is unclear,
several studies have suggested that its function is related to
NO binding [59]. Additional interest in the chemistry of cyt
c 0 stems from the similarities with sGC, mainly the fact that
none of them binds oxygen. Cyt c 0 lacks any H-bond donor
groups in the distal cavity, and in addition, it displays a ste-
rically crowded distal pocket due to the presence of the
Leu16 side chain above the iron (Fig. 1C). Our results
explain this behavior, showing that O2 binding energy for
wild type cyt c 0 is only 8.4 kcal/mol (Table 1). Moreover,
mutation of Leu 16 to glycine increases the binding energy
to 23.3 kcal/mol, a value similar to that observed in free
heme but lower than the one found in Mb (Table 1) [42].

Our calculations confirm that the distal stabilization
effect (operative through the H-bond donor residues) is a
key factor in determining O2 affinity. They also show that
a comparative analysis of this effect, achieved by the muta-
tion of a particular residue in the X-ray structure, is possi-
ble by means of QM–MM simulation techniques.
b (A) and Lba (B).
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3.1.2. Influence of the axial histidine local structure: the

proximal effect

As mentioned above, the O2 transport proteins Mb and
Lba display a moderate oxygen affinity, but despite their
similar distal environment (Fig. 2), they have different koff

values, 15 and 5.6 s�1 respectively [60]. Moreover, muta-
tional analysis revealed that distal mutations (on His E7)
have a crucial impact in Mb whereas in Lba no effect is
observed [2]. On the other hand, experimental evidence
showed that it is possible to reduce Lba oxygen affinity
by mutating the proximal histidine to glycine, and adding
imidazole at the same time to occupy the sixth coordina-
tion site [60]. The opposite effect is observed on Mb in
the same experiment. These experiments make manifest a
significant influence of the proximal environment on oxy-
gen affinity.

In order to investigate the role of the proximal effect we
performed a comparative analysis between distal and prox-
imal effects in Lba. First of all we obtain a slightly larger O2

binding energy for Lba as compared to that of Mb, consis-
tent with its somewhat lower koff. Furthermore mutation of
HisE7 has almost zero impact on the binding energy. On
the other hand, also consistently with the experimental
data, the O2 binding energy of further mutating the proxi-
mal histidine to glycine and adding an extra imidazol,
decreased by 4.0 kcal/mol (Table 1). Clearly, by constrain-
ing the histidine in a particular position, Lba is able to
enhance its oxygen affinity through a proximal effect.

Visual inspection of the optimized structures for wt and
mutant Lba, allowed us to understand how this enhance-
ment is achieved. In wt Lba, the imidazole plane is oriented
in a staggered conformation with respect to the pyrrolic
nitrogens. In Mb it is in an eclipsed one (Fig. 3). The stag-
gered conformation allows a better charge donation from
the histidine to the iron. This is evidenced from the Mul-
liken charge population analysis that shows that in Lba
the proximal histidine donates 0.182e to the iron whereas
in Mb a value of 0.146e is observed. The larger charge den-
sity on the iron enhances the p-backdonation from the iron
to the oxygen ligand, thereby increasing the Fe–O bond
Fig. 3. Histidine rotational p
strength. This is reflected in the O2 net Mulliken charges
of �0.214e and �0.289e for Mb and Lba, respectively.

3.2. Multiple distal site conformations: dynamical effects

The C. lacteus nerve tissue Hb (CerHb) is, with 109 res-
idues, the smallest naturally occurring known Hb [30]. It
has a distal cavity with the typical H-bond donors TyrB10
and GlnE7 found in the high O2-affinity heme proteins
already mentioned (Fig. 4). However, in contrast to the
cases discussed above, the affinity of CerHb for O2 is only
moderate (KO2

¼ 1 l M�1), with an O2 dissociation rate
unexpectedly high (koff = 180 s�1). The molecular cause
for such apparent discrepancy was recently investigated
through the study of point mutations at the distal site res-
idues TyrB10, GlnE7, and ThrE11. Strikingly, the isosteric
ThrE11! Val mutation showed a spectacular 1000-fold
decrease in the rate of O2 dissociation [24]. It was proposed
that in wt CerHb, ThrE11 is able to redirect the TyrB10
phenolic OH group away from the ligand, thereby destabi-
lizing the heme-bound O2. The ThrE11! Val mutation
restores the availability of the OH moiety to be hydrogen
bonded to the O2 ligand, thus reducing dramatically the koff

value [24]. By performing MD simulations we see that two
main conformations can be detected in the wt cerHb. The
first conformation (conformer 1) shows TyrB10 phenolic
OH group pointing towards the heme-Fe-bound O2 mole-
cule, whereas in the second conformation (conformer 2),
the hydrogen bond between TyrB10 and the O2 ligand is
broken, and the phenolic OH group is oriented towards
the OG1 atom of residue ThrE11 (Fig. 4). On the other
hand, in the ThrE11! Val mutation only conformation
1 is present.

The oxygen binding energy for wild type CerHb con-
former 1 is 33 kcal/mol. A similar value of 32 kcal/mol is
obtained for the ThrE11! Val mutant. As expected by
the inspection of the H-bonding patterns, the O2 binding
energy of conformer 2 is smaller (24 kcal/mol). We also
performed free energy calculations to predict the relative
energy and interconversion barrier for the two conformers,
osition in Mb and Lba.



Fig. 4. Alternative Conformers in CerHb. Conformers 1 and 2 (right and left panels, respectively).

Fig. 5. Free energy profile for the interconversion of the CerHb
conformers.
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(Fig. 5) finding a low barrier (2 kcal/mol) with both confor-
mations almost isoenergetical. The O2 affinity value
observed experimentally for CerHb [24] is thus expected
to correspond to the average of both values, weighted
according to the relative populations of the two conform-
ers. If, based on Fig. 5, we assume a relative weight of
50% for each conformer, an estimative value of 28.6 kcal/
mol is obtained for the O2 binding energy. The difference
in O2 binding energies between the wt protein and the
ThrE11! Val mutant is also consistent with the experi-
mentally observed difference in the koff values. Finally, it
is interesting that this dynamic equilibrium between two
distinctive distal states predicted by the MD simulations
was unnoticed in the experimental results, and points to a
novel mechanism to control ligand affinity [61].

3.3. Small ligand migration in heme proteins

As mentioned in the introduction, a central step deter-
mining the ligand association rate in heme proteins is the
diffusive process from the solvent to the active site. Inter-
estingly, the internal structure of heme proteins usually
reveals a number of hydrophobic tunnel-connected cavities
with enough volume to host small gaseous ligands (about
100 Å3) [10]. Since these packing defects are associated with
decreased thermodynamic stability, there is a wide interest
in understanding their role and the reason why they are
preserved throughout evolution. Myoglobin X-ray struc-
tures of photolyzed MbCO have shown intermediate states
in which the CO is transiently located in the different cav-
ities [62]. Moreover, kinetic analysis of different mutations
affecting the size of the cavities indicate that they influence
the rate of ligand entry/escape [7]. In the TrHb group of
proteins, for example, this tunnel-cavity system is topolog-
ically conserved and can be thought as a pathway connect-
ing the solvent with the protein’s active site [63]. These
channels linking the solvent and the active center are also
evident in CerHb. X-ray data of samples with Xenon
atoms, and Fourier transform infrared temperature deriva-
tive spectroscopy (FTIR-TDS), have revealed that these
cavities can trap small ligands and that protein motions
affect the dynamics of ligand migration along the tunnels
[10,24].

To analyze the connection between the tunnel cavity sys-
tem and the oxygen migration process, we computed the
free energy profile along the tunnel for trHbO and CerH.
These two proteins display significantly different oxygen
association rate constants: the values of kon are
1.1 · 105 M�1 s�1 for TrHbO and 2.4 · 108 M�1 s�1 for
CerHb.

From Fig. 6 it is clear that the tunnel is quite different in
both proteins. The main difference seems to be due to the
presence of three residues in TrHbO: Trp88, Met92 and
Leu48. This aminoacids are occluding the channel and thus
generating a barrier to ligand transport. On the other hand,
in CerHb no discontinuities are observed in the tunnel con-
necting the iron with the solvent.



Fig. 6. Cavity system for M. tuberculosis TrHbO and for CerHb calculated from the corresponding X-ray structures using a probe of 1.4 Å.

Fig. 7. Free energy profile (kcal/mol) for O2 migration along the tunnel in CerHb (left panel) and trHbO (right panel).
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In CerHb the profile shows that there is a small barrier
(about 2 kcal/mol) that separates the ligand in water from
two secondary docking sites, separated by a very small bar-
rier. The largest barrier for oxygen binding to the iron is
about 5 kcal/mol, and corresponds to a rearrangement of
the distal cavity residues located at about 5–7 Å of the iron.
It is noteworthy that the presence of secondary docking
sites identified in the profile for CerHb has also been evi-
denced through FTIR-TDS [24]. In TrHbO the picture
shows that there is a 3 kcal/mol free energy stabilization
for the ligand inside the protein respect to the solvent, with-
out any appreciable entry barrier. There is only one big
tunnel-cavity of around 5 Å long (7.5–12.5 Å) in the reac-
tion-coordinate free energy profile. The most striking dif-
ference between these two proteins is the fact that in
TrHbO the tunnel is not continuously connected with the
heme active site, presenting a barrier of more than
10 kcal/mol at about 6 Å in the Fe–O distance. The nature
of this barrier can be ascribed to the presence of the TrpG8
side chain, which lies in close Van der Waals contact with
LeuE15 and MetG12, blocking the tunnel. Interestingly,
TrpG8 is conserved in all the TrHbO proteins sequenced
so far [10]. The predicted barriers in TrHbO and CerHb,
10 and 5 kcal/mol respectively, are consistent with the
experimental trends in the association rate constants (see
Fig. 7).

4. Conclusions

The present results make apparent the contribution of
computational classical and QM–MM techniques to the
exploration of the molecular basis of oxygen affinity of
heme proteins. In particular, ligand migration paths can
be investigated with classical MD simulations in combina-
tion with advanced sampling tools, such as MSMD, to
yield information about free energy barriers and possible
secondary docking sites. On the other hand, QM–MM
tools are specially suited to investigate the protein influence
(proximal and distal effects) on oxygen binding energies to
the heme. These two frameworks, by covering different
time and space scales, complement each other in providing
a complete picture of the mechanism of O2 binding to the
protein. The agreement with the experimental data, when
available, constitutes a stringent test to the reliability of
these approaches. Computational simulation is a precious
tool even if it is often used to validate and contrast exper-



M.A. Marti et al. / Journal of Inorganic Biochemistry 100 (2006) 761–770 769
imental observations, because it offers a microscopic view,
sometimes resolved in real time, as no other method is
capable to provide. With the refinement of the methodol-
ogy and the hardware, classical and QM–MM simulation
will be more and more at the center of the stage in struc-
tural and molecular biology, likely to become independent
tools with the same hierarchy as any experimental
technique.

5. Abbreviations

TrHbN truncated-N hemoglobin

TrHbO trun
cated-O hemoglobin

Mb myo
globin

Hb hem
oglobin

AscHb Asca
ris lumbricoides hemoglobin

Lba leghe
moglobin

CerHb Cere
bratulus lacteus hemoglobin

Cyt c 0 cyto
chrome c 0
sGC solub
le guanilate cyclase

AXCP Alca
lignes xylosoxidans cytochrome c 0
DFT dens
ity functional theory

QM–MM qu
antum mechanics–molecular mechanics

MD mole
cular dynamics

MSMD mul
tiple steering molecular dynamics

FTIR–TDS
 Fourier transform infrared temperature

derivative spectroscopy
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