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Since proteins are dynamic systems in living organisms, the employment of methodologies contemplating
this crucial characteristic results fundamental to allow revealing several aspects of their function. In this
work, we present results obtained using classical mechanical atomistic simulation tools applied to
understand the connection between protein dynamics and ligand migration. Firstly, we will present a review
of the different sampling schemes used in the last years to obtain both ligand migration pathways and the
thermodynamic information associated with the process. Secondly, we will focus on representative examples
in which the schemes previously presented are employed, concerning the following: i) ligand migration,
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1. Introduction

1.1. Protein dynamics and protein function

Proteins are intrinsic dynamic systems, and for that reason, this
characteristic has been recognized to be of crucial importance in many
molecular processes. The most successful theory that allows us to
understand and describe protein dynamics is the protein energy
landscape theory, which postulates that proteins do not exist in a
unique conformation, but in a number of conformational organized
hierarchically in the energy landscape,with valleyswithin valleys [1–7].
Each substrate has different structure and therefore different reactive
properties. An allosteric change or a large conformational change
correspond to changes from one big valley to another, while thermal
fluctuations representing side chain and small backbone movements
correspond to movements across smaller valleys [1–7].

One of the most important ways in which dynamics affects the
protein function is by regulating the ligand migration process, either
allowing faster/slower substrate access to the active site [1,3,8–10],
promoting product release in enzymes [11], or by subtly regulating
ligandaffinity in a sensor or transporter [12]. Both large- and small-scale
motions may affect the process in a different way. Larger motions are
relevant in the case of allosteric proteins (i.e., hemoglobin) [13] or in the
open/closedmovementof theHIVflaps that allow substrate to enter the
protein [6,14]. Small-scale faster thermal motions are essential for
ligandmigration inside theproteins, sincea rigid structurewould inhibit
ligand migration due to sterical clashes. This intimate relationship
between ligandmigration and dynamics has promoted intense research
in thefield, to understand howprotein dynamics affect ligandmigration
at the atomic/molecular level.

1.2. Ligand migration as the determinants of protein function

The protein acting as an enzyme, a transporter, and a sensor must
precisely regulate its ligand (or substrate) affinity to fulfill its function.
This is specially the case of metalloproteins which use small molecules
(O2, CO, NO,….) as ligands [15]. Experimentally, the ligand affinity is
characterized by the equilibrium constant Kd, determined by the ratio
between the association and dissociation kinetic constants (kon/koff).
In metalloproteins, the ligand association kinetic constant kon
depends on two processes: ligand migration from the solvent to the
protein active site and the ligand coordination to metal [15]. In the
case of protein without coordinated ligand, only the migration step is
operative. The ligand migration to the active site is determined by the
presence of internal cavities or tunnels involved in the migration
tion interplay as studied by computer simulation,
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process [16–20] and the presence of specific residues acting as “gates”
promoting or blocking the entry process [16]. All these phenomena
are intrinsically dynamic and are determined and controlled by the
protein motions. The second step (coordination) is determined by the
intrinsic reactivity between the ligand and the metal and it is not
usually subject of dynamic control [15].

Typically, the migration process is the key issue in determining the
overall affinity, especially when comparing the same ligand and active
site metal. Values of association rate constants span a range of many
orders of magnitude, starting from 103 M−1 s−1 in proteins where the
entry is blocked to values of 109 M−1 s−1 when the association rate is
mainly controlled by the diffusion, as observed for isolated prosthetic
groups such as porphyrins [15,16,21].

The dissociation rate (koff) is also determined by two processes,
thermal breaking of the protein–ligand interactions, and ligand
escape from the active site to the bulk of the solvent. Both processes
depending on the protein and ligand may be rate-limiting and are
strongly controlled by protein dynamics [12,15,16,22]. The escape
process is similar to the ligand entry described above and depends on
the presence of tunnels and gates. On the other hand, in some cases,
protein–ligand interactions may determine the presence of more than
one conformation significantly populated [23,24].

1.3. Experimental and theoretical methods for the study of ligandmigration

Determining the ligand association and dissociation constants for
wild type (wt) andmutant proteins, combinedwith available structural
data for the protein, can yield useful insights into the role of the protein
structure and dynamics, and the presence of cavities, tunnels, and gates
in relation with the ligand migration process [16,18–20]. However,
understanding microscopic details and evaluating the dynamics of the
system require a methodology capable of probing molecular structure
with the ligands inside the protein. Several experimental techniques
such as crystallization under high Xe pressure [18–20,25] and time-
resolved X-ray crystallography [26,27] allow the determination of
ligand migration paths. On the other hand, computer simulation
techniques provide an effective tool for the investigation of the ligand
migration mechanism within the protein matrix because these can
provide a combined atomistic detailed structural and thermodynamic
picture of the phenomena that include protein dynamics explicitly
[9,12,22,28–33]. However, obtaining a complete picture of the ligand
migration process by means of standard molecular dynamics (MD)
involves extremely long simulations with an associated high computa-
tional cost. To overcome this limitation, several methods to enhance
sampling at an affordable computational costwere developed in the last
years [9,11,12,31–39].

In this work, we will review the different computational methods
developed to study the ligand migration process, paying particular
attention into the protein dynamics role. In the second part, we will
briefly describe selected examples in which these methods have been
successfully applied to the ligand migration process study.

2. Computational methods

2.1. Molecular dynamics and ligand migration

Atomistic simulations of complex systems are a common task of
today research. However, while it is feasible to perform molecular
dynamics simulations along a time scale of about hundreds of
nanoseconds, most of the interesting phenomena usually occur within
time scales orders of magnitude beyond usual MD simulation times.
Therefore, they cannot be observed spontaneously in a typical MD
simulation. Toovercome this difficulty and toobtainprecise estimates of
thermodynamic properties of the process (i.e., the associated free
energy profiles), several techniques and algorithms of enhanced
sampling were developed [9,11,12,31–39]. In the next section, we will
Please cite this article as: P. Arroyo-Mañez, et al., Protein dynamics a
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describe the basic ideas of the most widely used techniques to explore
migration of ligands in proteins.

The first group of methods treats explicitly the interaction between
ligand andprotein and can be classified as explicit ligand sampling (ELS)
methods, allowing for the elucidation of ligand migration pathways. In
some cases, but upon thepayment of a considerable computational cost,
free energy profiles associated with the migration process can also be
obtained. The second group of methods is called implicit ligand
sampling and is based on performing the molecular dynamics
simulation of the protein without the ligand and treating its presence
as a weak perturbation added afterwards.

Both ELS and ILS methods typically employ mean field force fields,
and so neglect effects related to charge polarization, which in some
cases may be significant.

2.2. Multiple steered molecular dynamics (MSMD)

In theMSMDmethod, the original potential forcefield ismodifiedby
the addition of a new time-dependent termVadd(t), which is set to drive
the system through an arbitrary reaction path coordinate. The idea is to
force the system to visit energetically less-probable configurations,
similar to thewell-known “umbrella samplingmethod” [40] but using a
time-dependent restrain (Eq. (1)), committing the system to explore
the desired phenomenon.

Vadd tð Þ = 1
=2

� �
k x−x0 tð Þ½ �2 ð1Þ

InEq. (1), k is anarbitrary constant, x is theactual reaction coordinate
(RC) value of the system, and x0(t) is the time-dependent restrain
expressed as a moving equilibrium value of the RC, as described by
Eq. (2),

x0 = xi + vt ð2Þ

where t is the time in the MD simulation and v is the velocity at which
the harmonic restrain potential equilibrium value is guided. The
selection of this velocity results critical when performing MSMD.
When treating small ligand migration through internal tunnels of
proteins, the usual chosen RC is the distance between the ligand and
the active site, and the external force given by the new modified
potential, pushes (or pulls) the ligand to enter (or escape) from the
bulk of the solvent into the protein active site (or from the active site
to the bulk solvent) [9,11,22,32,33].

Interestingly, the external (nonequilibrium) work (W) necessary to
move the system (i.e., the ligand) along the chosen RC can be computed
by integrating over the external force. Starting from different initial
configurations, we can compute many different nonequilibrium works,
for the same reaction path. Using the Jarzynski's equality (Eq. (3)) [41],
which relates these irreversible workswith free energy changes (ΔG), it
is possible to obtain the free energy change of the process under study.

e
−ΔG
kBT = 〈e

−W
kBT 〉 ð3Þ

In Eq. (3), kB is the Boltzman constant, T is the temperature, andW
is the calculated work for each independent nonequilibrium process.
MSMD refers to the idea that multiple MD simulations of the process
are needed in order to obtain accurate free energy profiles. Despite the
considerable computational cost, this methodology provides accurate
free energy profiles for small ligand migration across protein tunnels,
as will be shown in the examples section [9,11,22,32,33]. Noteworthy,
each performed SMD simulation represents a possible “real” trajec-
tory of the system. Moreover, the closer the computed W to the final
free energy profile, the more likely that this trajectory actually
happens.
nd ligand migration interplay as studied by computer simulation,

http://dx.doi.org/10.1016/j.bbapap.2010.08.005


3P. Arroyo-Mañez et al. / Biochimica et Biophysica Acta xxx (2010) xxx–xxx
2.3. Metadynamics

Similarly to the MSMD approach described above, metadynamics
also allows the determination of ligand migration trajectories and the
associated free energy profile. The metadynamics technique requires a
preliminary identification of a set of collective variables (or reaction
coordinates) which are assumed to be able to describe the process of
interest. If such process is ligand migration, the center of mass of the
ligand and its relative position to the protein is a wise first choice. The
method has the ability to reconstruct the free energy profile associated
with the process and accelerate the occurrence of rare events. To
accomplish this, the dynamics along the chosen reaction coordinate is
enhanced by a time-dependent potential that modifies the system
energy along it. This potential is constructed as a sum of three-
dimensional Gaussian functions (GF) centered at different points along
the reaction coordinate, which are different points to iteratively
reconstruct an estimation of the free energy [35,39,42].

As a descriptive example, imagine a ligand freely moving inside the
proteinmatrix. In a standardMD simulation, the position of its center of
mass will explore accessible regions (free energy valleys), and after
some time, it will define an equilibrium position with some dispersion.
However, other stable space regions (or energy valleys) will not be
accessible to the ligand possibly due to the presence of a high-energy
barrier separating them. Inmetadynamics, positive energyGFpotentials
are added to the system, centered at the starting equilibrium position of
the ligand. This bias forces the ligand to move from its well towards a
new one. Now, the dynamics of the system in the modified surface will
define a new equilibrium position, which is subsequently modified by
adding additional GF, forcing a new exploration and so on. Once the
ligand explores with the same probability all the desired reaction
coordinate range (i.e., there are nomore energywells), by keeping track
of all the added GF, the corresponding free energy profile can be
reconstructed as the sum of the introduced GFs. This approach can be
refined using both repulsive and attractive functions to assure the
equilibrium sampling [35,39,42]. Compared with MSMD the computa-
tional cost of metadynamics is similar, and also the accuracy of the
obtained free energy profile which depends, if statistically converged,
on the force field.

2.4. Protein energy landscape exploration (PELE)

An interestingmethodology, which is costly but extremely useful for
studying larger ligands and/or conformational changes due to the
migration process, is the PELE method [43]. This approach maps the
energy landscape for large conformational rearrangements in proteins,
combining all-atom energy force field functions with specialized
sampling algorithms for side chain and loop prediction [44]. The
methodology comprises several steps, including Monte Carlo moves,
rotamer library side chain optimizations, truncated Newton minimiza-
tions, and Metropolis acceptance tests. The method generates and
propagates changes in a system by means of a series of structurally
similar local minima, which are combined into a trajectory.

The sampling procedure is initiated by the generation of a local
perturbation on the ligand. If the ligand can be treated as a rigid body,
only the rotational and translational degrees of freedom are required.
The next step filters if there exist steric contacts between the ligand and
theprotein backbone. If a contact is found, theperturbation is rejected. A
set of perturbations are generated, and the best one, based in a score
function, is selected. Once the perturbation is selected, the algorithm
proceeds to optimally arrange all the side chains perturbed, using a
rotamer library. The rotamer algorithm includes a steric filtering and a
rotamer clustering used to decrease the number of rotamers to be
minimized. The last step is the minimization of the region including, at
least, all residues close to the atoms involved in the two previous steps.
The objective of theminimization is to generate the backbone response
to the initial local perturbation. Themethod is based on the assumption
Please cite this article as: P. Arroyo-Mañez, et al., Protein dynamics a
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that the side chains act as sensors responding to ligand motion. These
three steps described are defined as a “move,” which is accepted or
rejected via a Metropolis criterion. The conformational changes are
propagated by means of the diffusion of the local perturbation. The
direction of the perturbation is kept constant for a set number of steps
making up a steering cycle. The translation is described by a
translational vector, a variable describing the translational range and a
randomnumber. After the defined set of steering steps, thedirection can
be randomly updated using a Metropolis criterion and a user-defined
overall displacement. The result of this procedure is a series of local
minima which are structurally highly correlated. However, large
structural changes can be observed during a trajectory. Atomic-scale
details can be observed, and possible mechanisms can be explored. One
of the advantages of this method is that by modifying the steering and
acceptance parameters, different tasks can bedone such as equilibration
procedures and exploration runs [43].

The results obtained by this methodology comprise both pathways
for ligand migration, with the associated changes in protein structure,
and the potential energy profile including the barriers. The method,
however, does not include any entropic contribution, so the free
energy associated with the process is not obtained.

2.5. Accelerated molecular dynamics (AMD)

Another method which allows faster sampling, and the determina-
tion of the potential energy associated to the ligand migration path is
called accelerated molecular dynamics (AMD). In this method, a bias
potentialΔV(r) is includedallowing the systemtoovercome thebarriers
and thus accelerating the sampling [45,46]. The real potential V(r) is
only modified near the minima, but remains unaffected in the barriers
zones. The modified potential V*(r) depends on an arbitrary value E,
which determines when the bias potential will be applied. If the chosen
E value is lower than the global minimum of the potential energy
function, the simulationwill be not accelerated at any point. However, if
the E value is higher than the barriers, the potential will becomes flat in
all the profile, and the shape of the potential energy surface will be lost.

There are different ways to define the bias potential ΔV(r). Rahman
et al. [47] andHamelberg et al. [48] introduced anaccurateway todefine
ΔV(r), which is derivable at all points along the potential energy
function, and it is able to maintain the shape of the potential surface. As
in metadynamics, it is possible to reconstruct the real potential energy
surface along the migration path using the bias at every point of the
accelerated simulation.

2.6. Activated molecular dynamics (ActMD)

In the activated molecular dynamics method (ActMD), the protein
and the ligand present different temperatures. The idea is to increase
the kinetic energy of the ligand, allowing the diffusion along the
pathway [49]. Two independent Berendsen's thermostats are
employed for the protein and for the activated ligand. This interesting
scheme was used by Kalko et al. [49] in a water diffusion study in
catalase. The temperatures used were 300 K for the protein and
10,000 K for internal water molecules. The results revealed the
importance of an accurate selection of a suitable relaxation time for
the activated ligand to maintain the high temperature along the
simulation. Coordinates and velocities of a standard MD snapshot are
taken as starting point. Once the ligand is chosen (if there exists more
than one, as in the case of water molecules), its velocity is scaled to
10,000 K and its direction is randomly selected. After 5–10 ps of
constant temperature (with both thermostats), the ligand can be
reselected and its velocity reassigned. The steps are repeated for a
user-defined number of times. By means of this procedure, complete
diffusion of the ligands can be obtained in a nanosecond time scale,
giving the potential pathways for ligandmigration from the active site
towards the solvent [49].
nd ligand migration interplay as studied by computer simulation,
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2.7. Random activated molecular dynamics (RAMD)

In the RAMD method, an additional force is applied to the center of
mass of the ligand in a randomly chosen direction. After an arbitrary
number of steps, the distance traveled by the ligand is compared to a
threshold parameter. If the ligand does not reach the threshold distance,
a new randomly chosendirection is given; otherwise, the force direction
is maintained. This approach allows to observe the potential pathways
for the ligand escape, without any thermodynamic information [50].

2.8. Locally enhanced sampling (LES)

The methods described above are based in the use of classical MD
with the addition of a biasing potential or force that drives the ligand
migration process. Another possibility to increase sampling efficiency is
to introduce multiple copies of the ligand [51,52]. In this method called
ligand-enhanced sampling, the system is divided in two subsystems
(i.e., the protein and the ligand). The point is to simulate hundreds of
copies of one of the subsystems (i.e., the ligand) at the same time with
one single copy of the other subsystem (i.e., the protein). Each copy of
ligand does not interact with the other copies and as a consequence of
that, they can occupy the same space at the same time. The protein
“feels” the ligand as an average of the mean force generated by these
copies. This approach increases the sampling and reduces the transition
barriers, allowing the system to explore different regions of the protein
at lower computational cost. The method, however, does not allow to
obtain thermodynamic information.

2.9. Implicit ligand sampling

The ILS approach is based on the potential of mean force (PMF)
calculation, corresponding to the placement of a small ligand inside
the whole protein matrix [37,38,53,54]. The corresponding PMF is
associated to the free energy cost of incorporating the ligand at each
particular position and therefore describes the accessible regions of
the protein. The methodology relies on the fact that small ligands are
small and interact weakly with the protein matrix and therefore the
interaction can be computed for protein structures obtained without
the presence of the ligand. By performing the molecular dynamics
simulation of the protein without the ligand and treating its presence
as a weak perturbation added afterwards, sampling of the ligand can
be performed on the whole protein matrix simultaneously, from just
one sufficiently long plain MD simulation of about 50 ns (unpublished
results).

From a computational point of view, the averages are obtained
from a finite set of snapshots extracted from molecular dynamic
simulations. If M different states of the protein were used, the PMF is
modified to:

W rð Þ = −kBT ln ∑
M

m=1
∑
C

k=1

e�βΔE qm ;r;Ωkð Þ

MC
ð4Þ

where C different orientations for the ligand were taken for each
protein state.

In practice, the computation of the PMF is carried out over a
regularly spaced grid, in which several orientations for the ligand are
computed. The ligand interaction energy ΔE(q,r) is usually computed
using a Lennard–Jones potential. After performing a MD simulation of
the protein system, the PMF is computed for each snapshot in the
trajectory. For a more detailed derivation, see the works by Schulten
et al. [37,38,53,54].

2.10. Another ILS method: the pathfinder algorithm

Another ILS method based on the use of a previously obtained MD
trajectory is the pathfinder algorithm developed by Ruscio et al. [36].
Please cite this article as: P. Arroyo-Mañez, et al., Protein dynamics a
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Themethod is based on the search of cavities inside the proteinmatrix
which are capable to contain the ligand. The input needed to start the
algorithm is an MD trajectory, with a large number of statistically
representative snapshots of the protein. The algorithm treats both the
protein atoms and the solvent molecules as hard spheres. The first
step of the algorithm is to find the points in the space in which the
ligand does not intersect any atom of the protein. This is done by
placing the ligand in each space region and looking for overlap
between protein and probe atoms treated as hard spheres. Once all
the points that do not intersect the protein are found, an internal
cavity is defined as a bounded, maximally connected subset of the
corresponding points. The algorithm is based on a grid computation in
order to define the internal points where the probe is placed. If the
procedure is repeated for each of the n snapshots, an integration of the
cavities over the time can be performed. By marking which points of
the grid have been found to belong to a particular cavity in at least k
snapshots, the point is kept. Then, after the analysis of the n snapshots,
the structure of the time-integrated cavities is obtained. The method
allows identifying the protein cavities and tunnels but does not allow
obtaining proper free energy profiles [36].

2.11. Another ILS method: the GRID–MD method

GRID–MD is a recently developed method based on precomputed
grid of forces of proteins [34]. Using a conformational ensemble
previously calculated, it can detect feasible channels with a very low
computational cost. Approximately, trajectories of 10 ns are sufficient
to sample the equilibrium conformations of proteins. By means of
classical molecular interaction potentials (CMIP), the van der Waals
and Poisson–Boltzmann electrostatic potentials are calculated to
generate a regularly spaced grid points (the usual value is 0.5 Å).
After the generation of the grid, a probe (usually corresponding to a
carbon atom) is placed in the active site of the protein and its velocity
is randomly selected. The individual GRID–MD trajectories are
simulated during 0.1 to 1 μs, depending on the time that needs the
probe to reach the exterior of the protein. Several independent
simulations are needed in order to achieve convergence (ca., 103).

The interaction between a protein and a polyatomic rigid probe is
classically determined by the addition of van der Waals and
Coulombic contributions and the force experimented by the probe
due to the protein can be easily computed using Newton's second law.
If several proteins' conformations are used, each snapshot contribu-
tion to the energy/force are Boltzmann averaged. After the derivation
of the averages forces, Brownian dynamics are used to explore the
motion of the probe inside the protein matrix.

The method is very efficient due to the fact of the precomputed
usage of data. On the other hand, the implementation of the
Boltzmann average of different conformations, guarantees that the
mean forces at each grid point is mainly determined by the best
conformation that accepts the probe at that point. The method is then
able to detect rare events. The limitation of the technique is obviously
the precomputed data: the only conformations tested are the
microstates visited during the original trajectory and no proper
thermodynamic quantity is obtained [34].

2.12. Summary of the presented methods

The methods presented in this section are summarized and
classified in Table 1. For this purpose, the different methods have
been classified according to their computational cost (high, middle,
low), the kind of information provided (ligand migration path (LMP),
potential energy profile (PEP) , free energy profile (FEP)), their
applicability depending on the size of the ligand and their approx-
imations (besides the approximations inherent to the utilization of a
classical force field).
nd ligand migration interplay as studied by computer simulation,

http://dx.doi.org/10.1016/j.bbapap.2010.08.005


Table 1
Comparison of the different methods used to study ligand migration in proteins.

Method Computational
cost

Results Type of ligand Approximations

MSMD High FEP,
LMP

Small, might be
applied to large

None

Metadynamics High FEP,
LMP

Small, might be
applied to large

None

PELE Middle PEP,
LMP

Specially large None

AMD Middle PEP,
LMP

Small None

ActMD Middle LMP Small None
RAMD Middle LMP Small None
LES Middle LMP Small Diffused protein

ligand interaction
ILS Low FEP,

LMP
Small Neglect of ligand–

protein interactions
Pathfinder Low LMP Small Neglect of ligand–

protein interaction
Grid-MD Low LMP Small Diffused ligand–

protein interaction

LMP, PEP, and FEP stand for ligand migration path, potential energy profile, and free
energy profile.

Fig. 1. Comparison of the Xe binding sites in Ngb (gray) and Mb (black). Cartoon
representation of Ngb displaying Xe atom positions inside the cavity, represented as
spheres. alpha-Helices are labeled according to the globin fold nomenclature and heme
is depicted as sticks.
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Having described different methods used for study ligandmigration
in protein and its relation to protein dynamics, we will present now
several examples.

3. Small ligand migration

3.1. Dynamics of protein cavities and ligand migration: the myoglobin
and neuroglobin cases

Protein cavities were first described in myoglobin (Mb) [25,55,56]
and were originally termed as “packing defects” underestimating their
importance in protein function [57]. There aremanyworks inwhich the
role of these cavities in ligand migration has been studied both
experimentally and theoretically [8,16,19,25–30,35–38,55,58,59]. We
will focus on the later ones, using thewidely studiedMb and the related
neuroglobin (Ngb) as illustrative examples.

Mb is possibly the most studied protein by biophysical methods,
specifically concerning the small ligandmigration process [1,3,16,56,60].
Ngb is an ancient heme protein that belongs to the globin superfamily,
present in the nervous systemof vertebrates, with a particular high level
of expression in highly oxygen-consuming tissues such as the retina.
Since its discovery 10 years ago, it was the subject of study of many
groups, although its function in vivo is still unclear [61–65]. Interestingly,
its crystal structure presents an endogenous hexacoordinated heme,
with HisE7 as the sixth ligand. In this context, for the small ligands to
bind to the heme, HisE7 needs to dissociate from the iron, involving an
important structural reorganization process. In addition, in the CD
region, there are two cysteine residues (Cys46 and Cys55) that are able
to form a disulfide bond, modifying the kinetic and thermodynamic
properties of the ligand binding process [61–69]. Thus, a key element for
determining Ngb function concerns understanding the process of ligand
migration in the different coordination/redox states. In Mb, four small
hydrophobic ligand-docking sites were described, named Xe1, Xe2, Xe3,
andXe4, as schematically shown in Fig. 1 [25]. Comparatively, inNgb, the
X-ray structure displays the striking presence of a huge cavity (around
300 Å3), connecting and expanding the cavities found in Mb. Since the
existence of this huge cavity is supposed to involve a very high energy
cost, many efforts have been devoted to understand its role [69–73].

Theoretically, small ligand migration across Mb secondary docking
sites has been studied using almost all the above describedmethods. The
most relevant cases are the studies of Di Nola et al., in which a MD
simulation of 90 ns of free CO inside Mb was performed [28,29], the
works ofMeuwly usingMD to study rebinding properties [30,72,74], the
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works by Cohen et al. [37] using andpresenting the ILSmethodology and
those by Ruscio et al. [36] combining extensive MD with the pathfinder
algorithm. All the works showed that ligands move across the
experimentally found sites, and that barriers that separate them are
small.

In Ngb, although its relatively recent discovery, many works have
been devoted to study protein dynamics and its effect on ligand
migration has also been performed in Ngb. Given its resting state
equilibrium between a hexacoordinated (6c) and pentacoordinated
(5c) state, and since ligands can only bind to the 5c state, understanding
how the equilibrium is regulated is the first key issue in determining
ligand migration and binding to Ngb. To understand the role of protein
dynamics in the 6c/5c equilibrium, including the effect of S–S bond
formation and oxygenation, Nadra et al. [68] performedMD simulations
of the process, showing that the CD loop dynamics is the key element
that controls the equilibrium and therefore ligand accessibility.
Furthermore, in a second work, using high-pressure conditions in the
MD simulations, it has been shown that the loss of flexibility associated
to this environmental condition disfavors the 5c state, forcing the
protein to stay hexacoordinated [66].

Concerning the specific study of the small ligand migration process
Lutz et al. [72], explored CO migration using MD, finding eight possible
docking sites, three of which were also identified experimentally. The
free energy barriers between the eight docking sites and their relative
stabilization of the ligand in the site were calculated by means of
umbrella sampling calculations. The results showed that themajority of
the docking sites are separated by barriers sufficiently low to be
overpassed fast at room temperature, denoting the fact that the ligand is
able to explore the different cavities easily. By evaluating mutants and
low-temperature simulations, they mapped the ligand migration
network and proposed that Phe28 and Pro52might be two key residues
in regulating themigration process. PheB(10)28, was already identified
as a gate in Mb, separating the primary docking site located at the distal
cavity from the other docking sites also observed in Mb. Pro52, on the
other hand, is involved in the transition between sites located further
away from the active site. The authors also suggest that ligandmigration
is more accessible in Ngb compared to Mb [72].

The existence of multiple docking sites for small gaseous ligands is
relevant for the proposed NO dioxygenase activity of globins in which
two substrates are required to react sequentially within the heme, as
will be further discussed below. To study docking preferences for
different ligands, Orlowski andNowak [73] used ILS for sampling CO,O2,
and NO migration in human Ngb using a short MD simulation of 5 ns.
nd ligand migration interplay as studied by computer simulation,
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Fig. 2. Representation of possible ligand migration tunnels in a schematic model of a
truncated hemoglobin: long (LT), short E7 (STE7), and short G8 (STG8).
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Their results point out that there are certain regions of the protein that
might be occupied by O2 and NO, but not by CO. However, due to the
intrinsic approximations of the ILS method and the short MD time,
caution should be taken in interpreting the observed differences
between these similar ligands. In another theoretical work, Bocahut et
al. [71]went deeper in this kind of analysis, taking into account not only
these three ligands (O2, NO, and CO) but also Ngb conformational state
induced by HisE7 coordination and the redox state affecting the
disulfide bond in the CD region. They performed MD simulations
combined with coarse-grain Brownian dynamics to explore the phase
space in conjunction with metadynamics simulations to obtain free
energyprofiles for themigrationof thedifferent small ligands. Thiswork
shows how the reshaping of the cavities due to protein conformational
freedom affects ligand migration. The authors concluded that the
coordination of the heme iron as well as the redox state of the disulfide
bond significantly affects the volume of the different cavities [71].

In summary, the theoretical and experimental work devoted to
study the cavity network present in Mb and Ngb shows that these
proteins display a complex network of docking sites separated by small
free energy barriers which allow the different ligands tomove from one
to the other. In addition, in Ngb, the coordination state of the iron in the
heme and the redox state of the disulfide bond present in the CD region
Fig. 3. (A) Free energy profile of ligand migration through LT in Mt-trHbO (black) and Bs-trH
Heme group, relevant residues are depicted. GlnE11 can rotate to form an HB with TyrCD1,
interpretation of the references to colour in this figure legend, the reader is referred to the
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produces important conformational changes that modify the distribu-
tion and shape of the different cavities [66,68].

3.2. Ligand migration through internal “tunnels” in the truncated
hemoglobin family

In the last decade, a subfamily of globins called truncated
hemoglobins (trHb)was discovered. Itsmembers arewidely distributed
in bacteria, fungi, unicellular eukaryotes, and plants. Phylogenetic
analysis allowed to classify the members of this subfamily into three
groups named N, O, and P. Regarding its function, very different
proposals have been made, suggesting they can work as NO detoxifi-
cation proteins, O2 transporters to peroxidases, amongothers [17,18,20].
Oneof themost striking structural feature of the trHbN family consists in
the presence of a set of conserved tunnels, connecting the heme active
site with the solvent (Fig. 2). Considerable effort has been made to
identify the role of possible tunnels and cavities in the ligand migration
process in truncated hemoglobins [9–11,17,18,20,32,33,52].

Themost intensively studied case is the truncated hemoglobin N of
Mycobacterium tuberculosis (Mt-trHbN), which is able to detoxify
efficiently NO protecting the bacteria from the macrophage nitrosa-
tive attack. The detoxification reaction occurs in the active site of the
protein, between the heme-bound O2 and the incoming NO [75]. In
this context, both ligands need to migrate through the complex net of
tunnels and reach the active site. Mt-trHbN presents two tunnels for
ligand migration, named long tunnel (LT) and short tunnel G8 (STG8)
(Fig. 2) [9,10,18,20]. Experimental and theoretical evidence (using
both MSMD and ILS method combined with long-range MD simula-
tions) indicate that the first ligand (O2), enters the active site mainly
through the STG8, being the LT partially blocked by a phenylalanine
residue in the E15 position (PheE15). Nevertheless, the coordination
of O2 to the iron triggers a conformational change which involves
PheE15 side chain rotation and the associated opening the LT. This
process allows the second ligand (NO) to migrate through the LT and
encounter the active site. In this sense, PheE15 acts as a gate,
modulating ligand migration through the internal LT [9,34,52,75,76].

Interestingly, it has been observed that in the O and P groups the
presence of a conserved Trp residue (TrpG8) blocks the STG8 tunnel.
Consequently, ligandsmust either use the LT tomigrate or analternative
tunnel, located in the same region than the classical myoglobin E7 gate
[16], whichwas named short tunnel E7 (STE7) (Fig. 2) [32]. In addition,
it has been observed by means of MSMD calculations performed on
different members of the O group that the residue located at the E11
position also plays a key role in the migration through the LT. For
bO (red). (B) View of the active site of truncated hemoglobin O of B. subtilis (Bs-trHbO).
opening LT for ligand migration as can be seen by the volume contour plot (black). (For
Web version of this article.)

nd ligand migration interplay as studied by computer simulation,
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instance, in Bacillus subtilis truncated hemoglobin O (Bs-trHb), where a
Gln residue is found in the E11 position, the migration occurs almost
barrier-less [33]. On the other hand, M. tuberculosis truncated
hemoglobin O (Mt-trHbO), which displays a Leu residue in the E11
position, presents a barrier larger than 10 kcal/mol for the ligand to
reach the active site through the LT (Fig. 3A) [32]. This result has been
ascribed to the fact thatGlnE11 can rotate to establish anhydrogenbond
(HB) with TyrB10, opening the LT for ligand migration (Fig. 3B). The
blocking of both STG8 and LT in Mt-trHbO leaves the STE7 as the only
available path for ligand migration in this protein. In addition, the
relevance of the residues G8, E11, and E7 was confirmed studying
several in silico mutants, showing that the ligand migration through
internal tunnels in truncatedhemoglobins is governedby those residues
[32,33]. Another ligand migration investigation in M.T. TrHbO was
performed by Guallar et al. [77], combining experimental with a
simulation approach. In that work, the authors analyzed different
internal cavities and barriers for ligand migration through the internal
tunnels using the PELE approach, obtaining a picture fully consistent
with the experimental results. Interestingly, they found a similar barrier
to that reported by Boechi et al. for the LT, but a higher barrier for the
STE7 was found, a fact that was discussed in the work.

3.3. ILS study of Hansenula polymorpha copper-containing amine oxidase
oxygen migration

Another interesting example where ligand migration has been
studied by ILS methods concerns Hansenula polymorpha copper-
containing amine oxidase (HPAO) which is able to oxidize primary
amines to aldehydes reducing molecular oxygen to hydrogen peroxide
[78]. HPAO has been intensively studied experimentally, showing an
extremely fast reduction of O2 by Cu(I) to give superoxide [79–81]. To
study ligand migration paths, the protein was crystallized under high
xenon pressure. The results showed four major Xe binding sites per
HPAOmonomer. The locationof Xe1 resulted especially intriguing, since
this region seemed inaccessible to the solvent. These data, in
combination with results obtained for other copper amine oxidases
[82], revealed the existence of a chain of Xe atoms occupying the
hydrophobic core of the catalytic β-sandwich (Fig. 4). This chain of Xe
atoms indicates the pathway that oxygenmoleculesmay follow to enter
the catalytic β-sandwich and then proceed towards the active site.

Starting from these structures, the authors performed MD
simulations of 10 ns that were subsequently used as input for ILS
Fig. 4. Hansenula polymorpha amine oxidase (HPAO)D3 β-sandwich domain. Spheres represe
spheres correspond to the Xe sites form the HPAO bound to Xe (PDB ID: 2OQE) [78], while
globiformis (AGAO, PDB ID: 1RJO) [82], Pichia pastoris (PPLO, PDB ID: 1RKY) [82], and Pisum
corresponds to the left channel (ellipse) and the new O2 channel proposed by Johnson et a
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analysis, resulting in detailed three-dimensional energy profiles for O2

placement inside the protein. The energy profile was created by
contouring energy isosurfaces representing elevated PMF values of 1.8
and 3.0 kcal/mol. The results showed two major regions connecting
the solvent boundary with the active site. While one of them starts
from the known amine entry channel (left channel), the other one
originates at the hydrophobic core of the β-sandwich (right channel).
Both pathwaysmerge near the active site in an energetically favorable
region, which probably corresponds to an O2 prebinding site.
Interestingly, the location of the minimum energy regions obtained
in the ILS calculations coincides with the experimentally observed
xenon binding sites, validating the ILS technique. In summary, based
on the ILS results, the authors proposed that both pathways are almost
isoenergetically favored for molecular oxygen migration. Taken
together, the experimental and computational results of HPAO
support the idea that small ligand migration occurs through specific
pathways specifically designed for that purpose [79,80].

3.4. Dynamical regulation of ligand escape: the nitrophorins

An interesting case of the regulation of ligandmigration process by
protein dynamics is presented by the NO carriers nitrophorins (NPs).
Most blood-sucking insects possess salivary proteins which, upon
injection into the victim's tissue, help them to improve their feeding.
To fulfill this task, the NPs take advantage of the vasodilator properties
of NO. The NPs are heme proteins that store and transport NO in a pH
dependent allosterically controlled manner where NO binds tightly at
low pH (around 5.6) and is released in the victims´ tissue, at pH of
approximately 7.4. The X-ray structures of several NPs show a
conserved structure consisting of a eight-stranded antiparallel β-
barrel typical of the lipicalin family with the heme group buried in the
barrel and capped by the four loops AB, CD, EF, and GH. Experimental
data show that pH-dependent NO differential affinity is mainly
controlled by NO release [83–89].

To understand the way protein structure and dynamics affect NO
release, the process was separated into two steps: the breaking of the
Fe–NObondand the subsequent liganddiffusion from theprotein active
site to the bulk solvent. Quantum mechanics/molecular mechanics
(QM/MM) calculations were employed to show that both low and high
pH structures need similar energy for breaking the Fe–NO bond and
therefore NO escape must be regulated at the migration step. The
corresponding ligand escape process at both pH values was
nt Xe sites obtained from the X-ray structures of different copper amine oxidases. Black
grey ones correspond to the selected from other copper amine oxidases: Arthrobacter
sativum (PSAO, PDB ID: 1W2Z) [82]. Combined Xe sites forming the Xe chain which

l. [78] (black arrows).

nd ligand migration interplay as studied by computer simulation,
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Fig. 5. (A and B) NO location in NP4 along a selected SMD run in high-pH (A) and low-pH (B) conditions. NO positions are shown as yellow spheres; protein is shown as blue ribbons,
and the heme group and proximal histidine. (C) Free energy profiles for NO escape from NP4. Results for the high-pH and low-pH structures are depicted using black and red lines,
respectively. In the high-pH profile, the data correspond to mean (SD) of two independent sets of 10 MSMD calculations. (For interpretation of the references to colour in this figure
legend, the reader is referred to the Web version of this article.)

Fig. 6. Scheme of the different diffusion pathways to the active site. The residues Met53,
Val95, and Phe132 (in yellow) form the “gate” which blocks the way to the heme. The
major and the two lateral channels are described with different types of arrows in the
figure. (For interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)
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characterized by performing MD simulations with a free NO molecule
inside the heme cavity in each case. As expected, in the high pH
conditions, NOmoves away from the iron and escapes from the protein
in three out of three simulations, in between 10 and 20 ns, while at low
pH, the NO remains restricted in the active site and no NO escape event
is observed during three different MD simulations of 50 ns [12].

Finally, theNO escapemechanism at both pH conditionswas studied
using MSMD, pulling the NO out of NP4 for each protein conformation.
Consistently with the above presented MD results, in the 95% of the
MSMD performed at the high-pH condition, the NO escapes yielding a
free energyprofilewith a barrier of ~3 kcal/mol. As expected, the results
obtained for the SMDruns at lowpHconditionsare completelydifferent.
The analysis of theworkvsRCprofiles suggest that thebarrier is toohigh
forNO to escape, but instead for abouthalf of the simulations, itmigrates
deep into the proteinmatrix. The results are summarized in Fig. 5where
the NO escape, and deeper migration paths and the corresponding free
energy profiles are shown [12].

The slightly different NP2 has also been investigated. The results
showed the same trend, with the dynamic NO escape process as the
responsible for regulating ligand affinity. The main difference
between both proteins concerns the amount of pH-dependent
structural change which is much smaller (involving only the titratable
residue Asp30) in NP2 [22]. In summary, NO escape fromNPs presents
an interesting example of how to use MD and MSMD to study ligand
migration process across the protein matrix and explicitly taking into
account protein dynamics and conformational substrates. The
obtained results, which perfectly match the experimental observa-
tions, make a strong point for the use of this type of methodology
[12,22].

3.5. Ligand selectivity: catalase and hydrogenase

Many proteins require for function the entry/exit of significantly
different ligands. In these cases, one of the most interesting issues is
whether ligandmigration paths or tunnels are selective. A few selected
interesting cases are reviewed below.

3.5.1. Combining LES and umbrella sampling to study H2O2 and oxygen
migration in catalase

Catalases are proteins that participate in the dismutation of
hydrogen peroxide (H2O2) in water and molecular oxygen (O2). The
structural differences between both ligands raise a key issue regarding
the entry of H2O2 and O2 through the same pathway. Amara et al. [90]
have elegantly elucidated the role of channels and cavities present in
the catalase from Proteus mirabilis (PMC) using the LES method. Initial
cavity calculations performedwith theCAVEnvprogram [91] showeda
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main channel starting at the surface and leading to the active site
where a small cavity is visible. The channel is interrupted at a region
called “gate”which blocks the way to the heme. In addition, there are
two lateral channels which could participate in the exit of products
(Fig. 6).

Using the LES protocol, 20 H2O2 molecules were placed at the
entrance of the hydrophobic tunnel and were allowed to diffuse freely.
However, the results showed that only 2%of the trajectories brought the
ligand spontaneously to the active site. This observation led the authors
to study migration of H2O2 towards the active site employing umbrella
sampling to overcome the observed barrier due to the gate residues
(Met53, Val95, and Phe132). Results demonstrated that, although H2O2

did not diffuse beyond the gate in the plain simulations, the free energy
nd ligand migration interplay as studied by computer simulation,
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profiles showed that the barrier to reach the active site is small (less
than 4.8 kcal/mol), confirming the role of these amino acids in
controlling substrate entry.

To reveal the escape pathway, the authors started with H2O and O2

placed above the heme in the active site cavity. Once again, a small
fraction of runs employingMDplain simulations let the ligands leave the
active site through the main channel. The corresponding free energy
profiles predicted barriers of 2.2 kcal/mol for O2 and 3.6 kcal/mol for
H2O, indicating that themain channel favors the escape of products (O2

and H2O) rather than substrate (H2O2). Finally, the authors evaluated
the barrier for O2 and H2O escape through both proposed alternative
channels. Results showed that for channel I case barriers are 7.9 and
5.3 kcal/mol for O2 and H2O, respectively, suggesting that exit by this
routemay be possible, although it is less likely than in themain channel.
On the other hand, channel II did not experiment any opening event
during MD simulations, which may prevent any product release using
this path. Based on all these observations, the authors concluded that
dynamical fluctuations of the protein matrix are essential for the
connectivity of tunnel cavities [90].

3.5.2. O2 vs. H2 migration in hydrogenase
Another interesting example is the diffusion pathway taken by H2

and O2 across CpI [FeFe] hydrogenase from Clostridium pasteuriarum
studied by Cohen et al. using temperature-controlled locally enhanced
sampling (TLES) simulations. Hydrogenases are enzymes that catalyze
the reversible oxidation of molecular hydrogen (H2). Such reaction is
achieved by the reduction of H+ ions from the external solution by
electrons provided by a reduced carrier such as ferredoxin [92,93]. In
addition, CpImust allow the exit of the product H2, but it alsomay allow
small molecules such as O2 and CO to enter the active site. Those
molecules bind to Fe and inactivate the enzyme. To understand the
possible role of the protein in ligand discrimination, the authors
performed different simulations for both H2 and O2, to determine the
pathways taken for those gases in their way from the active site of the
protein to the solution. In addition, they used a “heavy dihydrogen”
(hH2),withmolecularmass set equal to that of O2 to specifically address
the role played by ligand size [38,53,54].

The results showed that starting with hH2 in the active site, the
ligand escaped through two mayor diffusion pathways, the first one
(pathway A) having been previously proposed as an H2 channel
candidate, and the another one referred as pathway B. In the O2

simulations, the molecules of gas were placed at the active site and
allowed to diffuse. In this case, from a total of five simulations, only one
provided theO2 leaving the central cavity through the newly discovered
pathway B. In all others, O2 remained in the central cavity near the
binding site. To confirm that O2 is not able to diffuse through pathwayA,
possibly due to the narrow tunnel size, the authors performed
simulations with O2 placed inside the tunnel. The results for this case
showed that O2 either diffuses along that channel (avoiding it to leave
the protein), or it goes inward to the central cavity and back.

In summary, for hydrogenase both O2 and hH2 may diffuse across
the protein and exit through two common pathways (A and B), but
due to its smaller size, H2 penetrates in a broader region of the protein
and on shorter time scales, allowing partial discrimination between
both ligands [38,53,54].

4. Large ligand migration

The migration pathway of ligands other than small molecules
represents also a vast field of study, although due to the longer time
scales of the process, it represents a tougher task compared with the
previous examples. Typical examples include permeation of ligands
across membrane, carried out by transmembrane protein channels
whichare key elements for the cellmetabolism [94–98]. For nonchannel
proteins, like enzymes, usually binding of largemoleculesmostly occurs
on the surface. However, there are several cases where large ligands
Please cite this article as: P. Arroyo-Mañez, et al., Protein dynamics a
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must reach a deeply buried active sites, and several possible access or
exit channels and their open/closemechanisms have been investigated
for a variety of proteins [95,96,99–106].

Apowerful technique for this typeof studies is asalreadymentioned;
themetadynamics methodology whichwas successfully applied for the
determination of free energy profiles for enter/exit of substrates in
several proteins which in all cases showed good agreement with the
experimental binding values and also correctly predicting the equilib-
rium structure of the complex. The main conclusion of these studies is
that the flexibility of both the protein and the ligand appears to be
crucial in the migration processes, highlighting the impact of protein
dynamics in the process [39,42].

Another used technique for the study of large ligand migration is
PELE; with this methodology, for example, the microscopic details of
palmitate diffusion in the intestinal fatty acid-binding protein were
determined, showing, interestingly, that many polar residues in the
protein interior were found to be crucial in the migration process, since
they induced a 180° turn on the fatty acid in relation to its bound crystal
structure, resulting in an orientation where the carboxylic head of the
ligand faces the solution, facilitating its exit pathway [43].

An interesting case of regulation of large ligand migrations is
presented by the P450 family of proteins. P450s are a ubiquitous protein
family with functions including the synthesis and degradation of
physiologically important compounds including steroids and prosta-
glandins and of many xenobiotics such as drugs and procarcinogens.
Several studies of ligand migration were performed on this system,
using different methodologies including PELE, RAMD, and others [43].
Interestingly, and despite having the same overall fold, and a
topologically identical access channel, all P450s studied were proved
to utilize very different mechanisms for substrate passage, specifically
appropriate for the physicochemical nature of their specific substrate
[43,107]. For example, while in P450cam, a natural breathing mode of
the enzyme results in the opening of the channel allowing camphor
migration, P450eryF uses both a natural breathing motion and an
induced fit mechanism to permit 6-deoxyerythronolide B passage. In
contrast, the fatty acid (palmitoleic acid) substrate in P450BM-3 is
tethered via a salt link to an arginine; the passage then requires the
folding of the substrate into a “U” shape as it enters or exits the
hydrophobic site. Clearly, for this family of proteins, protein dynamic
regulation migration is a key element for determining substrate
specificity [107].

Some other works tackling selectivity of large ligand migration in
specific proteins by MD simulations can be found in recent literature
[108,109]. Elegantly, Pongprayoon et al studied the mechanism of
phosphate permeation and selectivity in an outer membrane protein
from Pseudomonas aeruginosa, using different simulation techniques.

The last presented example concerns the release pathways for
products in haloalkane dehalogenase (DhaA) [110]. This enzyme
catalyzes hydrolytic dehalogenation of various halogenated aliphatic
hydrocarbons to the corresponding alcohol and a halide derivative. In
the case studied, 1,2,3-trichloropropane converts into chloride anion
and 2,3-dichloropropane-1-ol. The interesting fact about this family of
enzymes is that the reaction always takes place in a hydrophobic
active site cavity deep inside the enzyme. Although the hydrophobic
reactant reaches the cavity easily driven by hydrophobic interactions,
the release of the halide and alcohol products occurs through specific
tunnels. Upon the reaction, the release of the chloride anion proceeds
through a unique channel accompanied by solvation of the negatively
charged ion by water molecules, stabilizing the halide charge by
asparagine, tryptophan, and lysine residues. On the other hand, the
release of the dichloropropanol proceeds through a variety of
pathways, favored by the high mobility of the protein backbone and
progressive rotations of the amino acid side chains leading to the
formation of transient tunnels. Klvana et al. [110] studied DhaA from
Rhodococcus sp., using RAMD simulations. Their results showed the
presence of five pathways connecting the active site to the bulk
nd ligand migration interplay as studied by computer simulation,
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solvent and displaying a dynamical open/close process. Although two
of five described pathways could have previously been observed in
the X-ray crystal structure, all the other three were identified and
characterized solely by the MD simulations [110].

5. Conclusions

The results presented in this reviewmake apparent the contribution
of computer simulation schemes to the exploration of the connection of
proteindynamicswith ligandmigration. In particular, it has been shown
how structural and conformational features and ligand migration paths
can be investigated with classical MD simulations in combination with
advanced sampling tools, such as MSMD, metadynamics, and implicit
ligand sampling, to yield information about the migration free energy
landscape and possible docking sites. The consistency with the
experimental data, when available, constitutes a stringent test to the
reliability of these approaches and in this context we have included
kinetic and structural information. Computational simulation turns out
to be a precious tool because it offers a microscopic view, sometimes
resolved in real time. Besides these molecular interactions insight,
computer simulations offer a critical tool for applied protein–ligand
interactions studies, such as inhibitor design.With the refinement of the
methodology and the hardware, computer simulation schemes will be
more and more at the center of the stage in structural and molecular
biology, likely to become an independent tool that complements nicely
experimental evidence.
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